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Abstract

Do financial development and industries’ financial dependence influence international TRADE? Evidencen from transition countries
by Nataliia Mostova
      KSE Program Director                                                                Tom Coupé

Financial development as well as industries’ financial dependence is the important determinants of the international trade. Such kind of dependence has not been yet investigated for transition countries. This paper explores a possible link between financial development, financial dependence of industries and international trade. Using industry level dataset on firms financial dependence for 27 industries in 9 transition countries, we show that increase in financial development has higher effect on export for industries with higher level of financial dependence.  A general implication of the result is that export of transition countries will benefit from reform in financial sector, but these reforms will have higher impact on the export in financially dependent industries.
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Glossary

Financial dependence. Investments share that cannot be financed through internal cash flows: capital expenditure minus capital flow divided by capital expenditure.
Financial development. Factors that lead to effective financial markets and easy access to financial services and capital.
Chapter 1

introduction

Financial intermediaries and markets play an important role in modern economy. Their role is realized through allocation of credits, mobilization of savings, facilitation of the risks hedging, and pricing. Since services provided by financial markets are immobile across countries, the last differ in their level of financial endowment and as a result, in their level of financial development. In their turn, industries differ in their financial dependence or simply in their need in external finance. This can be explained by their organizational and technological differences. The question is whether the difference in countries financial development and industries financial dependence can account for difference in export performance. Transition countries exhibited growth in size and complexity of the financial sector; however further institutional reforms should be undertaken for improving situation in this sector
. Economics of some of transition countries (e.g. Poland, Ukraine, etc.) are still dependent on export. Thus, it is important to investigate what are the determinants of the export in transition countries and whether further improvement in financial development can improve performance in export. If financial development in transition countries really leads to increase in export, then which industries will be covered by this increase in export? 
The main idea of this research is to explore the link between the international trade structure and financial development in the countries with transition economies. To be more precise, the following hypothesis will be tested in the research paper: countries with a high level of financial development have a higher share of international trade in the industries that are more financially dependent; on the other hand, countries with low financial development will have lower share of international trade in financially dependent industries in comparison to financially independent.
The link between financial development and international trade is worthwhile to be explored from the practical and academic point of view. Namely, a significant relationship between the pattern of the international trade and financial development justifies the importance of financial sector development for the development of economic sector and thus stresses the importance of reforms in the financial sector. As a result, reforms in financial sector by improving conditions of financial institutions will improve general export performance in financially dependent industries. The effect of trade reforms can dependent on structure of the international trade. For instance, in case if the share of financially dependent industries in trade increases due to greater availability of the external finance, the performance of trade reforms will dependent on the external finance in the economy. 
There is a large amount of literature that deals with the problem of interactions and directions of causality between economic and financial development (Levine, 1997; Ramcharan, 2006). Also, there is a significant amount of papers dedicated to exploring the link between an international trade (dynamic of international trade flows as well as the product pattern of international trade) and financial intermediaries (Manova, 2006; Beck, 2002, Rajan and Zingales, 1998 and other). Transition countries were not a focus of the specific interest in the above-mentioned researches. However, it is worthwhile to investigate whether there can be observed any strong dependence between financial development and the structure of international trade in a specific group of countries with some homogeneous characteristics. There are several studies that investigate this issue. Namely, Svaleryd and Vlachos (2002) investigate whether financial sector has an impact on the industrial specialization in the OECD countries. Focusing on the transition countries, we would like to investigate whether their level of financial development has a significant impact on the structure of international trade.  Lack of trade liberalization can lead to a higher level of export cut off points (the level of productivity that is required for firms to become an exporters) in these countries and thus to higher requirements to the firms-exporters. 
We expect to obtain specific results of this dependence in the transition countries. Namely, these countries experience specific pattern of financial development as well as specific pattern of international trade upgrading process. Some stylized facts that ensure transition countries peculiarities are worth to be mentioned here: a quality gap between the traded goods; high level of government intervention in the economic activities and high level of exchange rate depreciation. These features could determine low productivity in industries, low access to external finance for firms in the financially dependent industries and thus low volumes of trade in these industries. However, due to relatively low level of financial development (e. g. still a large amount of firms are unable to obtain bank loans according to the EBRD Transition Report 2006) the relationship between financial development and international trade in financially dependent industries may not be so strong in the transition countries. Thus, it is important to investigate whether financial intermediaries serve as determinants for international trade in transition countries. 
We will add to the mentioned earlier literature focusing on the evidence from the countries with the transition economies. Also we will introduce another approach to solving problem of reverse causality and endogeneity problems  through introducing specific instrumental variable for transition countries. As an instrumental variable interest rate will be used. 
To estimate the effect of financial development on the structure of international trade, it is planned to use macro data and micro data on financial development, financial dependence of industries and international trade. Data on international trade will be aggregated into 3-digit level ISIC code, 27 industries from this classification will be included into analysis. Such data can be obtained from the COMTRADE database, COMPSTAT database and a new database on financial development. In this research sample of 10 transition countries will be used with the time period of 9 years.

The structure of the paper is the following: in the Chapter 2 broad overview of the related literature is introduced; in the Chapter 3 theoretical model and empirical model specification is stated and Chapter 4 represents data description and Chapter 5 gives the discussion of estimated results, postestimation tests and procedures; in the Chapter 6 conclusions are presented.
Chapter 2

literature review
Over the last decade a significant amount of studies showed a strong dependence between economic and financial sectors. We will focus first on the theoretical models that try to explain above mentioned link and then will proceed with empirical studies devoted to this question.

All theoretical models concerning international trade can be divided into five groups
: “old” trade theory (Ricardo (1817), Hecksher (1919) and Ohlin(1933)), “new” trade theory (Krugman (1980)), the integrated model represented by Helpman and Krugman (1985), heterogeneous firms model represented by Melitz(2003) and Bernard (2003) and the “integrated” heterogeneous firms model. Two theoretical models that are close to the research theme are new trade theory and heterogeneous firms model represented by Melitz(2003). In the new trade theory Krugman introduced and developed concept of intra-industry trade through combination of economies of scale and consumers love of variety. Melitz extends the intra-industry trade concept introduced by Krugman through imposing a distinction between exporters and non-exporters firms within the industries and showing that exporters are more productive than non-exporters. 
Empirical studies could be divided into three main groups based on their concentration on the different aspects of the problem. First group of studies explores in general links between financial and economic development; the second one shows that the level of financial dependence of industries or firms do matter for financial development of the country and thus for economic development; the third group expends the previous one by introducing international trade. 
The first direction of studies in which the relationship between economic and financial sector was investigated is introduced mainly by Levine (1997). Levine disfavours a narrow focus on one financial instrument, such as money, or a particular institution, such as banks. Instead, he investigates the impact of the overall financial system efficacy on economic growth. Levine explains close dependence between the quality of functions provided by the financial system and economic growth. Some authors (Ramcharan (2007) among them) focus on the reverse causality: they showed empirically that economic development matters for financial development. 
The second direction of studies explains financial development as a comparative advantage for financially dependent industries through using an augmented Hecksher-Ohlin model. Namely, this group of studies explores a link between financially dependent industries (Rajan and Zingales, 1998) and firms (Demirguc-Kunt and Maksimovic, 1998) and countries’ financial development. Rajan and Zingales empirically investigate whether financial sector development matters for industrial growth. In order to facilitate this empirical investigation, they developed the measure of industry’s financial dependence: investments share that cannot be financed through internal cash flows. Using data from US firms authors identify the industry’s demand for external financing. In order to extrapolate these findings on the industries from other countries, Rajan and Zingales use two assumptions: 

1) Relatively perfect capital market in the USA;

2) industries’ demand for external financing discovered in the USA carries over to other countries.
Rajan and Zingales hypothesis would imply that such industry as Drugs and Pharmaceuticals, that has a need in external finance, should develop faster than Tobacco industry, that requires less external finance in more financially developed countries. Their hypothesis is supported by empirical evidence. For instance, in Malaysia, Drugs and Pharmaceuticals industry grew at a 4% higher annual real rate than Tobacco in 1980 year. In comparison, Drugs and Pharmaceuticals grew at a 2.5% lower rate than Tobacco in Chile, country, that was less financially developed than Malaysia. 

Actually, index of industry’s financial dependence developed by these authors is widely used by other authors. Namely, Manova (2006), Beck(2002), Svaleryd and Vlachos(2002) use this measure of industries’ financial dependence. 
Their findings were developed by the third group of studies that incorporate international trade into their analysis. In this context the works of Beck (2002) as well as Svaleryd and Vlachos (2002), Hur and Raj (2003) and Manova (2006) are worth to be mentioned. They find empirical evidence that support the theoretical model developed by Kletzer and Barhadan and show that more financially developed countries specialize in industries dependent on external finance due to larger access to external finance. Svaleryd and Vlachos (2002) find that well developed financial system has a positive effect on financing and as such can be interpret as comparative advantage. Beck (2003) provides an empirical test for hypothesis derived by Kletzer and Barhadan. Using a 30-year panel for 65 countries he proves strong impact of financial development on the trade balance and export share of manufacturer industry that depends highly on the external finance. Both papers (those be Svaleryd and Vlachos and by Beck) find strong empirical evidence to support the idea about positive dependence between financial sector and industrial specialization.
Hur and Raj (2003) test the hypothesis whether countries with the low-developed financial sector have higher exports share in industries that have higher degree of assets tangibility. Thus, authors use as a measure for financial vulnerability the degree of assets tangibility. Their approach is quite similar to those proposed by Beck (2002). The only difference is the mechanism through which financial development influences international trade.  Namely, as was mentioned above, Beck argues that financial dependence of the industries is the mechanism through which financial development affects international trade. The difference between these two mechanisms could be explained as follows: the dependence of external finance captures the industry’s ability to finance investment through internally generating cash flows, while the assets tangibility reflects the ability of industry’s assets to act as collaterals. The focus of interest in the Manova’s (2006) study is heterogeneous firms as well as heterogeneous industries. This means that she concentrates deeply on the product composition of international trade rather than simply on its volumes. Moreover, she stresses the role of the credit constraint in shaping international trade. It should be mentioned, that in her research Manova combines two measures of financial vulnerability proposed by Hur and Raj (2003) and Beck (2002): the degree of assets tangibility and external finance dependence respectively. She found significant empirical evidence in favor of the fact that credit constraints are the main determinants of the international trade.  
The link between economic and financial sectors was also explored for transition countries. Gillman and Harris (2004) developed a theoretical model and then proved empirically that in transition countries strong dependence between economic growth and financial development can be observed. Moreover, they show that inflation has strong negative effect on growth rate. 
With the previously mentioned tools we extend the result of Beck  (2002), Hur and Raj (2003) as well as that of Manova (2006) and Svaleryd, Vlachos (2002) by introducing interaction term of inflation rate and financial dependence of the industries as a new explanatory variable and by focusing on the transition countries. It is important to include inflation into the model due to several reasons: inflation leads to currency overvaluation that has great impact on the real exchange rate and as a result country’s propensity to export; production distortion that result from inflation influence trade significantly; decrease in investment and savings as a result of decrease in real interest rates due to inflation can also decrease export volume and change it structure. We will add to Gillman and Harris results by using export rather than economic growth as a dependent variable. As an estimation technique random effect will be used.  Instrumental variable approach will help to resolve endogeneity problem.
Chapter 3

methodology
The theoretical model that underlies this research belongs to the heterogeneous firm trade theories. These theories stress the importance of firm heterogeneity in the international trade development and producing aggregate productivity growth in industries. Melitz’s (2004) approach to the role of heterogeneous firms in the international trade will be used. In his model Melitz extends model of intra-industry trade introduced by Krugman through adding firm heterogeneity. The key conditions that determine firms’ entry into the industries is fixed entry sunk cost and monopolistic competition. As a result of the first condition just the firm with the productivity level higher than some specific threshold can enter the industry and have non-negative profit. This threshold is a so called “zero productivity cut-off point”. Moreover, there is also a specific threshold for exporting firms (the “export productivity cut-off point”). This threshold appears due to existing fixed and variable cost of exporting. As a result, productivity advantage of exporters can be explained by self selection: only firms with higher productivity can become exporters. Thus,  general shifts of resources from low-productive firms to high productive firms generate increase in aggregate industry productivity. 

This result of Melitz was extended by Manova (2006).  Namely, she adds financial conditions that can influence productivity threshold and as a result number of firms that can become an exporters and aggregate productivity in industries. This model ends up with the following results: 
1. The export productivity cut-off point will be higher in more financially dependent sectors with greater need for external finance.  However, this effect will be softened in more financially developed countries. 

2. Country j is more likely to export to country i if j is more financially developed.  This effect is stronger in financially vulnerable sectors.  Namely, low productivity cut-off point implies higher number of firms that export and thus higher diversification of products. 

3. More financially developed countries have higher volume of exports. 

These implications of the theoretical model will be tested with the following hypothesis: countries with a high level of financial development should have a higher share in the export among those industries that are more financially dependent. 
In the paper the definition of the financial development proposed by the Financial Development Report 2008 is used. Namely, the financial development is defined as “the factors, policies and institutions that lead to effective financial intermediations and markets, and deep and broad access to capital and financial services”
. There are two approaches towards the way to measure financial development: as a potential financial development base upon accounting variables and as an actual financial development. According to the definition given earlier, financial development in this research paper is measured as an actual financial development: as an efficiency and stability, depth, size and access of the markets, intermediaries, institutions and regulations of the financial system. 
To estimate the theoretical hypothesis we should run the following regression:

Yi,k = β0 +β1 (FINDEPk*FINDEVi) + β2(FINDEPk *INFLi)+ β3 GDP +εi,k,

εi,k,=ui,k+vi

where indexes i,k represent the country and industry respectively;

· dependent variable:

                 Y –dependent variable, that represents aggregate level of a country’s export in relative term; 

· explanatory variables:

                  FINDEPk represents the financial dependence of each industry (see Svaleryd and Vlachos, 2002 ); this variable is measured as capital expenditure minus capital flow divided by capital expenditure.
                  FINDEVi is a set of variables that measure the level of financial development of a country.  It is represented by such variables as: 

· Private credits by deposit money banks and other financial institutions to GDP, calculated based upon the following method of deflation:  {(0.5)*[Ct/P_et + Ct-1/P_et-1]}/[GDPt/P_at] where C is credit to the private sector, P_e is CPI at the end of the period, and P_a is CPI average annual. This measure of financial development is quite broad, since it includes not only banks, but also other financial institutions.
·  Liquid Liabilities to GDP, calculated base upon the following method of deflation: {(0.5)*[Ct/P_et + Ct-1/P_et-1]}/[GDPt/P_at] where C is liquid liabilities, P_e is CPI at the end of the period, and P_a is average annual CPI. This measure of financial development shows the depth of the financial system. It is also known as broad definition of money and it is equal to currencies, plus demand, interest bearing liabilities of financial institutions and non-bank financial institutions. 
· Deposit money bank assets ratio to GDP. In comparison to the first measure of financial development, deposit money bank assets ratio to GDP captures just banks activities in the financial market.
                  INFL – the rate of inflation that is measured as the GDP deflator growth rate; 
                 GDP – country’ GDP in relative terms.
There is a theoretical justification behind each of the explanatory variables used in our model. Thus, index of financial dependence will influence the export productivity cut-off since more financially dependent industries will create additional requirements for firms’ productivity. However, this effect can be mitigated through the level of financial development. Higher level of financial development will create condition for satisfying the demand in excess financing for financially dependent industries. Thus, interaction term of financially dependence and financial development will balance export productivity cut-off point and thus international trade. As a result, more financially dependent industries in the financially developed countries are expected to have higher trade share due to investment possibilities. For instance, Rajan and Zingales have estimated that drug and medicine is the most dependent industries while the tobacco is the least dependent one (Rajan and Zingales,1998) . 
The financial development variables are expected to influence trade through driving the savings and investments, reducing credit constraints and mitigating risks. 
Inflation can influence trade through several channels: currency overvaluation that can influence real exchange rate and as a result country’s propensity to export; production distortion which is a result of imbalance between financial capital and real capital; decrease in investment and savings that result from decrease in real interest rates (Gylfason, 1998). Moreover, inflation can influence export in industries that are more financially dependent: financially dependent industries have greater needs in external finance and are more sensitive to changes in saving and investment that happen due to inflation. 
It is important to include GDP in relative term as an independent variable to control for the income effect.
The reason for international trade to have financial constraints is quite obvious: the more developed a financial system is, the more opportunities for the conducting of economic activities, and thus for more diversified economies, arises. However, in its turn, international trade may influence financial development. Namely, higher level of international trade due to trade liberalization leads to reallocation of resources from firms with low level of productivity to firms with high level of productivity (Bernard, Jensen, Redding, Schott, 2007) and to increase in average productivity of industry. Resulting increase in income will increase demand for financial resources. This fact produces a so called problem of reverse causality. At the same time, some variables that influence international trade can also influence financial development variables. This leads to endogeneity problem To avoid the reverse causality and endogeneity problems we can use an instrumental variable approach based upon 2SLS procedure. Such variable as legal origin of countries as well as the strength of norm in civic cooperation are commonly used to instrument the financial development (see, for instance, Beck, 2002; Svaleryd, Vlachos, 2002). However, our analysis is limited only to transition countries. This fact produces too little variation in the explanatory instrumental variable. Thus as an instrument for financial endowment in the transition countries we would better use the interest rate. It is not correlated with the international trade, however is highly correlated with financial variables, since interest rate influences highly private credit and deposit money, as well as liquid liabilities. 
Chapter 4

data description
For this research 9 years panel data for 10 countries with transition economies were collected. Time framework: 1996-2004 year. The following countries from the CEE and Former Soviet Union were included into analysis: Bulgaria, Romania, Hungary, Latvia, Lithuania, Russia, Estonia, Poland, the Czech Republic, and Slovakia. The data on export for industries and countries were obtained from the COMTRADE database maintained by UNSR available at the site of the World Integrated Trade Solution (WITS) in the ISIC 3 digit level Revision 2 classification. International trade data include only manufacturing industries. 
Our choice of transition countries was determined by the availability of data on financial development and data on exports for necessary industries. Our choice of industries was determined by the availability of data on industries’ financial dependence. 
Data for industries financial dependence were obtained from COMPUTSTAT database and include financial dependence index for 27 industries such as: food products; beverages; tobacco; textiles; wearing apparel; leather products; wood products; furniture; printing and publishing; other chemicals; petroleum refineries; miscellaneous petroleum and coal products; rubber products; plastic products; pottery, china, earthenware; glass and products; other non-metallic product; iron and steel; non-ferrous metals; fabricated metal products; machinery; electric machinery; transport equipment; scientific equipment; other manufactured products, industrial chemicals.  Among these 27 industries, the most financially dependent industry is plastic products with the value of financial dependence equal to 1.14 and the less financially dependent industry is tobacco with the value of financially dependence equal to -0.4512. Descriptive statistics for dependent and independent variables are presented in the Appendix 1. It can be concluded from the data that such industries as tobacco; leather products; pottery, china and earthenware; petroleum refineries; non-ferrous metals; beverages; other non-metallic products are less financially dependent and such industries as scientific equipment; electric machinery; glass and products; plastic products are more financially dependent. 
The following conclusions can be done based upon financial development indicators: such countries as Czech Republic, Hungary, Slovakia and Estonia and Latvia are relatively more financially development in comparison to other countries included into analysis (Russia Federation, Poland, Lithuania, and Bulgaria). In the table below the min and max value for each country and for each financial development indicator is shown:
Table 1. Indicators of financial development.

	Fin

dev

indicator
	Bulgaria
	Czech Republic
	Estonia
	Hungary
	Lithuania
	Latvia
	Poland
	Romania
	Russia
	Slovak

	Private credit
min
	0.089
	0.295
	0.147
	0.208
	0.098
	0.064
	0.168
	0.044
	0.08
	0.303

	max
	0.346
	0.676
	0.360
	0.437
	0.222
	0.376
	0.281
	0.088
	0.206
	0.53

	Deposit
min
	0.159
	0.490
	0.166
	0.333
	0.137
	0.119
	0.275
	0.105
	0.166
	0.513

	max
	0.556
	0.738
	0.384
	0.552
	0.275
	0.433
	0.387
	0.210
	0.260
	0.662

	Liquid liabil
min
	0.2823


	0.6036

	0.2361


	0.4329

	0.1624

	0.2

	0.2945


	0.1955


	0.1618

	0.5898


	max
	0.5071


	0.6983


	0.3863

	0.4662


	0,3179

	0.3613

	0.4297


	0.2314

	0.2776

	0.6442




It can be observed from the data, that export volume in Bulgaria are higher in tobacco industry than in the pottery and glass production industries from 1996 till 2000. At the same time, from the financial development indicators we can conclude that Bulgaria experienced decreased financial development indicators from 1996 till 2000 years. However, these indicators start to improve from 2000 year. In comparison to Bulgaria, Czech Republic that is considered to be more financially developed country, experienced greater export share in glass and pottery industries than in tobacco one. This empiric fact is consistent with theoretical hypothesis.
It is important to mention, that there is no zero observations in the trade data. This can be explained by the fact, that data set for export is taken on the high level of aggregation. Thus, minimum absolute value of export belongs to Hungary export in tobacco industry in 2003 year. Due to absence of zero trade flows in the trade data, the usual methodological shortcomings that arise in case of zero trade observations can be avoided.
Chapter 5

Empirical estimation

In the empirical estimation the panel data or so called longitudinal data were used. Panel data contain observations on cross section units in different time periods. One of the main advantages of the panel data is that it make possible to analyze different changes on the individual level. 

It is wrong to estimate panel data with ordinary OLS method due to biased coefficients. Moreover, omitted variable problem can arise –it arises in case if some unknown variables or variables that are difficult to control for significantly affect dependent variable.  Panel data estimation allows controlling for omitted variables that vary across cross section units but are constant over time. Some transition countries included into empirical analysis may have political, cultural, historical or other factors that influence their export activities. Thus it is important to use panel data in order to account for omitted variables that are constant over time but vary over cross-section units. 
It was important to choose the optimal estimation technique for panel data: pooled OLS, fixed effect or random effect estimation. Pooled OLS is not considered to be practical solution for this issue due to complicated error process. Fixed effect estimation is a good solution if it is necessary to control for omitted variables that differ across cross section units but remain constant over time: “Fixed effect controls for all possible characteristics of the individuals  -- even without measuring them – so long as those characteristics do not change over time”
. On the contrary, random effect technique should be applied in case if omitted variables are assumed to be constant over units but vary over time. One of the advantages of the fixed effect estimation technique is that it allows for endogeneity. Random effect method requires error term to be independent of the explanatory variables. On the contrary to the random effect estimation, fixed effect does not require orthogonality between idiosyncratic error and independent variables. However, there can be included no time-invariant variables under fixed effect estimation. This is cost of using fixed effect estimation. 
Panel data that are used in the estimation are unbalanced: years for some cross-sectional units in the sample are missed. In case of countries, it is quite common that data for some variables are missing for certain years. However, in the estimation it was accounted for the fact that panel data are unbalanced.
Variables that account for country’s financial development are highly correlated: correlation between liquid liabilities to GDP and deposit money to GDP is 0.9754, correlation between private credit to GDP and liquid liabilities to GDP is 0.9478, correlation between private credit to GDP and deposit money to GDP is 0.9815 (see correlation matrix in the Appendix 3). Thus, first the regression that includes ratio of private credits by deposit money banks and other financial institutions to GDP as a measure of financial development was run. Then, to test for robustness of the obtained result, two next regressions that include ratio of deposit money bank to GDP, and liquid liabilities to GDP were run. 
Also, to test the robustness of result, principal component analysis was used. Usually, it is performed to reduce the number of variables. In our case with pca number of variables that measure financial development can be reduced. As a result of pca linear combinations of three variables that describe financial development will be created. The linear combination that explains the greatest variance within the origin variables will be used in the regression. 
The principal component analysis produces 3 components. Most variance is explained by the first component. The standardized eigenvalue for the first component is 2.93654. There are 3 observed variables. It means, that the first component explains 0.97 of the total variance in the observed variables. 
Thus, there are 4 regressions: 1. with ratio of liquid liabilities to GDP as a measure of the financial development; 2. with  ratio of deposit money bank assets to GDP as a measure of the financial development; 3. with ratio of private credits by deposit money banks and other financial institutions to GDP as a measure of financial development; 4. with variable that is a linear combination of the three previously mentioned variables and is created in the result of principal component analysis. The empirical results of these 4 regressions are the following:
Table 2. Empirical result.
	Independent variable
	Expected sign
	Coefficient values
	Coefficient values
	Coefficient values
	Coefficient values

	Liquid_liab*fin_dep
	+
	2.07  
(8.42)**
	
	
	

	Deposit_money*fin_dep
	+
	
	2.39    
(8.82)**
	
	

	Private_credit*fin_dep
	+
	
	
	3.00  
(8.71)**
	

	Factor1*fin_dep
	+
	
	
	
	0.18        (8.94)**

	EXTRN_FIN_DEP*INFL
	-
	-0.0009   

(1.19)
	-0.001

(1.69)*
	-0.0019

(1.29)  
	-.001       
(-1.52)



	Ln_GDP
	+
	0.95

(7.77)**
	0.79

(11.65)**
	0.79   
(12.18)**
	0.79       (12.21)**



	Constant
	
	-11.28  
(3.80)**
	-7.64283   
(4.58)**
	-7.62

(4.78)**
	-7.33
(-4.63)**



Observations
2428

Absolute value of t statistics in parentheses


* significant at 5%; ** significant at 1%
The coefficients on the interaction term of the financial development measure with the financial dependence of the industries have the expected signs in all four cases. It means that financial development does matter for trade in transition countries and this effect is stronger for more financially dependent industries than for less financially dependent. As we can see from the estimation, magnitude of the coefficient on interaction term of financial development with financial dependence differs if we change variable that measure financial development. This coefficient has the largest magnitude in case if the ratio of private credits by deposit money banks and other financial institutions serves as a measure for financial development, the lowest size this coefficient has in case when liquid liabilities serves as a measure for financial development. Thus, indicator of activities of all financial intermediaries, both deposit-taking banks and non-bank institutions has a large size effect on the export than indicator of banks’ activities. The indicator that measure depth of financial sector (liquid liabilities) has a low size effect. 
The coefficient on interaction term of inflation with the measure of industries’ financial dependence has expected sign, however is insignificant in all cases, except those financial development is measured by deposit money. 
The coefficient on GDP measured in relative term is statistically significant and has expected sign. It means that increase in GDP leads to increase in export.
From the empirical results stated above the following conclusions can be made: countries with a high level of financial development have a higher share of international trade in the industries that are more financially dependent in comparison to less financially development countries; however countries with low financial development have lower share of international trade in financially dependent industries in comparison to financially independent. Coefficients on two interaction terms can be interpreted in the following way: change in one unit in the interaction term of financial development with financial dependence increase export  by 208% if financial development is measured as the ratio of liquid liabilities to GDP, by 239% if financial development is measured as the ratio of deposit money asset to GDP and by 300% if financial development is measured as the ratio of private credit to GDP; increase in one unit in the interaction term of financial dependence with inflation leads to decrease in export by 0.02% in case if financial development is measured as a ratio of deposit money banks to GDP. Ash one can see, the magnitude of the coefficient on the interaction term of inflation with external financial dependence is too small. 
It is worth to mention here that coefficients on ineration term of financial development with financial dependence are not only statistically significant but also economically significant. This conclusion can be made based upon magnitude of the coefficients. 

As long as there is endogeneity problem in the regression, the instrumental variable procedure should be used to correct for endogeneity. The interaction term of financial development and financial dependence can correlate with unobserved variables that affect export. For instance, the protection of property right can influence financial development of the country and in the same time affect export in the relatively more financially dependent industries, such as professional and scientific equipment. 

In this research paper multiple instruments methods called 2SLS is applied. The name of this method, “two-stage least squares” comes from the following two stages procedure: on the first stage the instrumented variable is regressed on the external and internal instruments and as result we obtain fitted value of instrumented variable; on the second stage dependent variable is regressed on the independent variables and fitted value of the instrumented variable. For panel data 2sls procedure is used in the form of Baltagi's EC2SLS random-effects estimator.
As an instrument for interaction term of financial development and financial dependence interest rate is used.

There are two main requirements to the instrumental variables:

1. they should be uncorrelated with the error term (orthogonality condition);

2. they should be highly correlated with the endogeneous variables.
Interest rate meets these two requirements to instrumental variable. It is correlated with the level of financial development since high level of interest rate can significantly increase (decrease) amount of private credit issued by banks and other financial institutions. However, interest rate is not directly correlated with the unobserved variables that can influence export.

The result of applying instrumental variable procedure is the following:

Table 3. Empirical result: instrumental variables. 

	Independent variable
	Expected sign
	Coefficient values
	Coefficient values
	Coefficient values

	liquid_liab*fin_dep
	+
	8.56   
(3.95)**
	
	

	deposit_money*fin_dep
	+
	
	10.9   
(3.93)**
	

	private_credit*fin_dep
	+
	
	
	18.46
 (2.95)**

	EXTRN_FIN_DEP*INFL
	-
	-0.03  
(-2.78)**
	-0.03   

( -2.93)**
	-0.04   
(-2.24)**

	Ln_GDP
	+
	0.74
(9.85)**
	0.71  
(10.20)**
	0.67   
(4.82)**

	Constant
	
	-6.85   
(-3.78)**
	-6.16    
(-3.71)**
	-5.43
(-1.67)**


Absolute value of t statistics in parentheses


* significant at 5%; ** significant at 1%
We can observe the following changes in the coefficients: 1. The size of coefficients on interaction term of financial development with financial dependence increased; 2. Coefficient in interaction term of external financial dependence and inflation become significant in all three cases with defferent proxies for financial development. 
To be sure that instrumental variable approach instead of random effect should be used, Hausman test was performed.
Based upon this test we can make the following conclusions: H0 hypothesis of no systematic difference in coefficients should be rejected. Thus, instrumental variable approach is necessary to be applied to correct for endogeneity problem. 

Random effect estimation procedure was chosen also based upon Hausman test. Hausman test showed that we can use random effect model since it is more efficient if there are no correlations between explanatory variables and error term. 
Hausman test is based upon fact that under correlation between idiosyncratic error term and independent variables fixed effect estimators are consistent, however random effect estimators are inconsistent. Thus, statistically significant difference between random and fixed effect is interpreted as evidence against assumption of no correlation between heterogeneity error and explanatory variables.

To compare fixed and random effect estimations, we have run first fixed effect regression, than random effect and used Hausman test.

H0 of Hausman test implies that there is no systematic difference between fixed effect and random effect coefficients. Due to high p-value equal to 12.2% H0 can not be rejected and random effect should be used in the estimation procedure.

To test for the presence of the unobserved effect Breusch and Pagan Lagrangian multiplier test for random effects under H0 of zero variances of the idiosyncratic error was performed. Due to low p-value H0 of the absence of the unobserved effect can be rejected. Thus, the method of estimation – random effect—was chosen correctly. If we used pooled OLS, than estimators were inefficient and correspondent pooled OLS statistics were asymptotically invalid. 
In order to test for autocorrelation, the program written by David Drukker, has been used.  The result of this test is presented in the Appendix 3. Due to high level of p-value, H​0 of no first order autocorrelation can not be rejected. Thus, there is no autocorrelation in the estimated regression.

Thus, instrumental variables approach also shows that there is statistically significance relationship between financial development and export in the transition countries; this relationship becomes stronger in case if industries are more financially dependent. We can conclude, that transition countries with higher level of financial development will have higher export share in more financially dependent industries than in less financially dependent.
Chapter 6

Conclusions

Based upon stated research question and proposed methodology the following conclusions can be made:
First of all, the main conclusion is significant relationship between financial development and industries’ financial dependence and international trade. Namely, transition countries with higher level of financial development have higher export share in those industries that are more financially dependent. This result is consistent with results obtained for other countries by Beck (2002) and Hur and Raj (2006). Moreover, the size of this effect is larger if financial development is measured by variables that capture size of the financial system (private credits by deposit money banks and non-banks institutions and deposit money banks assets) than by those that capture depth of the financial system (liquid liabilities). Size of the financial system is considered to be an important determinant of the savings and investments in the financial system. Thus, enough amounts of savings and investments, absence of credit constraints can influence significantly the export share of financially dependent industries.
Second, high level of inflation has negative impact on the share of financially dependent industries in the international trade.

Therefore, any reforms in the financial sector that will result in the increase of the external finance in the economy will have significant impact on the share of financially dependent industries in the export. Moreover, reforms in the financial sector that will lead to the change in the size of the financial sector, increase savings and investments in the economy or relieved credit constraints will have even greater impact on the export share of financially dependent industries. These findings are helpful for increasing export share of financially dependent industries such as plastic products, wood products, furniture and other. Reforms in financial sector that result in the increasing size of the financial system will have relatively less impact on the financially independent industries.  
Obtained results can be further extended by considering inter industry trade and intra industry trade between specific country pairs such as transition countries with transition; transition countries with OECD countries and so on. Country level research shows that trade partner do matter for the magnitude and significance of the impact of financial and industries financial dependence on trade. 
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APPENDIX 1

Descriptive statistics of external finance dependence of industries

	ISIC code
	Industry
	External finance 
dependence

	311
	Food products
	0.1368

	313
	Beverages
	0.0772 

	314
	Tobacco
	-0.4512 

	321
	Textiles
	0.4005

	322
	Wearing apparel, except footwear
	0.0286

	323
	Leather products
	-0.1400

	332
	Wood products, except furniture
	0.2840 

	332
	Furniture, except metal
	0.2357

	341
	Paper and products
	0.1756

	342
	Printing and publishing
	0.2038

	352
	Other chemicals
	0.2187

	353
	Petroleum refineries
	0.0420

	354
	Misc. petroleum and coal products
	0.3341

	355
	Rubber products
	0.2265

	356
	Plastic products
	1.1401

	361
	Pottery, china, earthenware
	-0.1459 

	362
	Glass and products
	0.5285

	369
	Other non-metallic product
	 0.0620

	371
	Iron and steel
	0.0871

	372
	Non-ferrous metals
	0.0055

	381
	Fabricated metal products
	0.2371

	382
	Machinery, except electrical
	0.4453

	383
	Machinery, electric
	0.7675

	384
	Transport equipment
	0.3069

	385
	Prof and scient equipment
	0.9610

	390
	Other manufactured products
	0.4702

	351
	Industrial chemicals
	0.2050


Descriptive statistics for financial development indicators and external financial dependence:

	Variable name
	Mean
	Standard Deviation
	Min
	Max

	External finance dependence 
	.2534296    
	.3300542
	-.4512     
	1.1401

	Deposit Money Bank Asset
	.0819751
	.1255759
	-.3333375
	.8422831

	Liquid Liabilities to GDP


	.3683888
	.1585873
	.127466
	.7007154

	Private credits by deposit money banks to GDP


	.2476543  
	.153542
	0
	.6924834


Descriptive statistics for trade variable:

	Country
	Obs        
	     Mean    
	Std. Dev.       
	Min       
	Max

	Hungary
	241     
	1025445     
	2044861          
	4   
	17101418

	Lithuania
	243    
	151008.8      
	226682    
	209.698    
	2054395

	Poland
	243    
	1213817     
	1636424       
	2697   
	14898431.85

	Romania
	243    
	358492.3    
	454197.5         
	21    
	2613707

	Russia Federation
	243     
	1679830     
	2878503   
	2595.986   
	19338913.47

	Slovak Republic
	 243    
	483144.5    
	 780348.7   
	4713.818    
	 6767557

	Bulgaria
	 243    
	483144.5    
	 780348.7   
	4713.818    
	 6767557

	Latvia
	243    
	68423.14    
	116990.5     
	20.525   
	927207.5

	Czech Republic
	243     
	  1213133     
	1818683   
	3169.819   
	12533653.62

	Estonia
	243    
	121130.1    
	170685.9    
	317.933    
	1301455


APPENDIX 2

Variables and their sources

	Name of variable
	Source

	Private credits by deposit money banks to GDP
	Beck, Demirgüç-Kunt and Levine, (2000), "A New Database on Financial Development and Structure," World Bank Economic Review 14, 597-605.

	Liquid Liabilities to GDP


	Beck, Demirgüç-Kunt and Levine, (2000), "A New Database on Financial Development and Structure," World Bank Economic Review 14, 597-605.

	Deposit money to GDP


	Beck, Demirgüç-Kunt and Levine, (2000), "A New Database on Financial Development and Structure," World Bank Economic Review 14, 597-605.

	Export
	COMTRADE database.

	External finance dependence of industries
	COMPUTSTAT database.

	GDP deflator
	World Development Indicators

	GDP in current $
	World Development Indicators


APPENDIX 3

Correlation matrix

log_ex |   1.0000

liquid_liab |   0.2141   1.0000

deposit_mo~y |   0.2269   0.9754   1.0000

private_cr~t |   0.2165   0.9478   0.9815   1.0000
Test for autocorrelation

Wooldridge test for autocorrelation in panel data

H0: no first-order autocorrelation

    F(  1,       9) =      2.639

           Prob > F =      0.1387
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� This classification was proposed by Arne Melchior in his lectures devoted to the International Trade issues.


� The Financial Development Report 2008, accessed online at � HYPERLINK "http://www.weforum.org/pdf/FinancialDevelopmentReport/2008.pdf" ��www.weforum.org/pdf/FinancialDevelopmentReport/2008.pdf� on October 7. 
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