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The study investigates whether spatial dependence is present in the growth equation for Ukrainian regions and, if so, how it affects growth determinants. For this purpose spatial lag and spatial error models are estimated for real GRP per capita and its growth rate. The results show that spatial spillovers are highly significant for the growth equation and tend to reduce the impact of other growth determinants. For the GRP per capita specification spatial patterns are not observed. Finally, estimated spatial model is applied to compute the effect of growth in neighboring countries on development of bordering regions, and calculate emanating effects from possible investments into the regions that host Euro 2012. 
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Chapter 1

Introduction
Empirical studies on economic growth are mostly conducted to explain why different countries grow at different rates (Barro, 1997, 1999). However, application of growth theories to explore the determinants of regional growth has also been appealing. This can be especially interesting in the case of Ukrainian regions, which differ a lot in production structure and economic links.

Several research works have already attempted to study the determinants of regional growth in Ukraine. Tsyrennikov (2002), Demchuk and Zelenyuk (2005), as well as Tokarchuk (2006) study the determinants of economic growth and efficiency of Ukrainian regions.

The main feature of these works is adoption of techniques that are mostly used in cross-country studies. However, one can suspect that regions inside the state are much more interrelated than different countries. It can be especially applicable to Ukraine, whose industries were mostly formed during Soviet times, when regional structure was centrally planned, i.e. interrelation between regions was vertically imposed. This means that Ukrainian regions can reveal substantial spatial patterns, which influence regional performance. This is due to the fact that in the USSR bordering regions often were the parts of one production cluster.

This technological effect can be associated with what is known as spatial spillover. Spatial spillover refers to as a contribution that one growing region can make to growth of other regions. If such spillovers are present in a country, we can say about spatial dependence between its regions. In such a case, regional growth is provided not only by its own determinants, but rather by the complicated system of interregional links.

Despite the above mentioned attempts to analyze the determinants of regional growth in Ukraine, none of them pays sufficient attention to spatial links. Such omitting of important growth component can lead to biased results, misleading conclusions and recommendations. For instance, if government wants to make an impact on growth of some specific regions, the only solution that can be given by non-spatial models is to affect growth determinants in each of them. However, it might be more efficient to change economic parameters in several key regions if known that growth tends to disseminate through the country. To see what regions are most important for regulation and how exactly growth disseminates, one needs a spatial model that would incorporate interregional dependence.

Hence, the goal of this work is to incorporate spatial dependence into previously designed regional growth models in Ukraine, and to see how significant spatial dependence affects economic growth determinants and what the direction of this effect is. 

This question appears to be very important in policy evaluation and have many implications. For instance, detecting substantial spatial dependence would indicate the influence of interregional spillover effects on economic growth, which means that development of key regions can stimulate growth throughout the whole country. Moreover, the influence of some determinants on economic growth can be attributed to the presence of spatial patterns rather than to pure effect of these determinants, and it is crucial to know which effect is observed.

One of the challenges to such a model is to recognize border effect that some regions are faced to. In particular, regions located inside the country can trade with all the neighboring regions easily. On the contrary, some regions neighbor with foreign countries, which can have several effects. On the one hand, bordering regions can receive gains because the whole national trade with foreign partner can go through its land. On the other hand, borders create additional barriers to trade. This effect should be taken into account by our model; otherwise, spatial patterns for bordering regions will be underestimated.

To make this research more applied and to give an idea how spatial models can help in policy-making, we analyze growth spillovers in case of additional investments into some specific regions. Since Ukraine is hosting soccer European championship in 2012, it faces an increase in investments to some specific cities only. But growth in these regions can force other regions to grow as well. Using our model, we can analyze which other regions are going to be affected and to what extent. It is expected that growth in some regions will spread over Ukraine, while growth in other regions will be localized to specific territories. Thus, we will be able to determine specific regions that are most suitable for investments from the whole country's point of view.

This work proceeds with review of relevant literature, covered in Chapter 2. Chapter 3 presents methodology for estimation of the proposed spatial model. The following chapter describes the data used for empirical estimation. Finally, the results are presented and analyzed in Chapter 5.

Chapter 2

LITERATURE REVIEW

In this section the relevant literature on the spatial growth modelling is analyzed. However, since application of spatial approach is relatively new in research works on growth, this section in most cases treats literature on growth and application of spatial framework separately. Thus, we start from examining the evolution of growth studies and then proceed with literature on spatial framework application.

The vast majority of the literature dedicated to growth can be divided into theoretical and empirical works. Theoretical works, in their turn, can be further classified into neoclassical models of equilibrium growth, institutional models of disequilibrium growth, and non-parametric models. The overview of major steps in developing the first two classes of theoretical models of growth is given in Tsyrennikov (2002), so this part of the section is mainly based on that work.

The neoclassical approach to modelling growth starts from the Harrod-Domar and Solow models. Solow (1957) creates the elaborated model, which has served as a main paradigm in research on growth for many years. Solow (1957) showed that not only capital accumulation forces economy to grow, as was implied by Harrod-Domar model, but that rather only technological progress can sustain growth in the long run. The Solow model also implies convergence between countries and does not allow for endogenous growth (see, for example, Barro and Sala-i-Martin, 1998, or Romer, 2001). Despite the immense contribution of the Solow model, as Tsyrennikov (2002) states, this approach cannot help us shed light on growth determinants since “economy’s growth rate depends on exogenously given parameter”.

 Since that time, researchers have tried to find other determinants of economic growth. Influenced by neo-keynesian theories, Diamond (1965) proposed to treat government decisions, like the amount of government expenditures, as growth determinants. Leibenstein (1968) viewed entrepreneurial abilities as another important means of production, hence, the growth determinant. Jung and Marshall (1986), in addition, include inflation as an important driver for growth.

The next significant improvement to the Solow model itself comes only with Mankiw et al. (1992), who include human capital into basic Solow model. This, in turn, allowed for endogenous growth, which means that positive and persistent growth rate could be explained by the outcome of the model and not only by the shift in exogenously given parameters. 

All these findings were summarized by Barro (1999), who combines these determinants with basic neoclassical framework and applies it to empirical study. This study includes initial conditions, government consumption, inflation, human capital and democracy as growth determinants.

At the same time, Tsyrennikov (2002) surveys disequilibrium growth models, which do not rely on assumption that economy is on the way to its equilibrium at any point in time. These models could be quite applicable to the transition countries that may not exhibit stable convergence path. 

The concept takes its roots from the institutional approach. North (1971) states that institutional development is another important determinant of economic growth. The same view is shared by Olson (1996), who asserts that if the difference in cross-country growth was only due to factors and technology, we would observe the greater resource flows between the countries, so the major difference is in institutional structure. 

Chenery (1975) proceeds with the structural approach to economic growth. This approach insists that demand shifts may cause structural changes in the economy, which, in its turn, can affect economic growth. This approach is different from the neoclassical one since it allows for changes in growth even when technology and factor accumulation do not change.

Important contribution to disequilibrium growth models are made by Harberger (1983). This work pays attention to market failures like externalities and market power, which are not incorporated into neoclassical models. Harberger (1998) also develops a concept of Real Cost Reduction, which is another measure of growth, alternative to the Total Factor Productivity based on estimating the Solow residual. The advantage of this approach is that it does not rely upon any particular production process.

All these theoretical approaches to growth imply parametric estimation of its determinants. Meanwhile, the most recent approach developed by Fare et al. (1994) relies on non-parametric estimation of productivity and growth. This estimation technique is based on the Data Envelopment Analysis, which does not assume any specification for the model. It allows constructing production frontier and evaluating the efficiency of the economy.

Having studied the literature on theory and specification of growth models, this section goes on with the overview of the empirical studies and their main results. Since there is a lot of empirical evidence on growth issues, to save space, this part of the section concentrates on the results for the transition economies, mainly for Ukraine and Russia.

The first work that analyzes the determinants of economic growth in Ukrainian regions is Tsyrennikov (2002). This work adopts Barro (1997) approach combined with Harberger (1998) measure of Real Cost Reduction. As the growth determinants Tsyrennikov (2002) uses initial conditions, human capital, government expenditures, establishment of small and medium enterprises, inflation and inequality. Among the major findings is the strong evidence of convergence between regions. Establishment of small and medium enterprises, inflation and inequality prove to make the strongest impact upon the growth in the sample for 1997-2000 years.

Tokarchuk (2006) uses Barro (1999) approach. However, the author adopts Gross Value Added as a measure of growth rather than Harberger’s Real Cost Reduction. He also finds the evidence of convergence between regions. For the period 1995-2004 the most important determinants of Gross Value Added are agricultural output, retail trade turnover, level of employment, wages and CPI.

Demchuk and Zelenyuk (2005) use non-parametric Data Envelopment Analysis to estimate the efficiency of Ukrainian regions. They show that in 2002 convergence between Ukrainian regions was not achieved. The agrarian regions are found to be the most efficient, which seems to be in accordance with Tokarchuk (2006) result that agricultural output can positively affect GVA. Besides, Demchuk and Zelenyuk showed that Free Economic Zones and Priority Territories positively affect growth.

The overview of the empirical works on growth in Russia can be found in Tokarchuk (2006). The most considerable works are presented in Berkowitz and DeJong (2001), Sonin (2000), and Ahrend (1999). Berkowitz and DeJong (2001) study the effect of the establishment of small and medium enterprises on economic growth. They indicate positive relationship between the two. Sonin (2000) focuses in his research on the effect of property rights and inequality. He shows that the fact that some agents need to dedicate more resources to protect their property rights than others negatively affects economic growth. Inequality, in its turn, has positive and significant effect. Ahrend (1999) pays most attention to the economic reforms and institutional factors. His results affirm that industry competitiveness has positive and significant impact on growth.

After studying the literature on growth issues, this section now turns to the application of spatial framework, starting from the brief overview of the main theoretical findings in spatial econometrics.

The spatial framework was pioneered by Cliff and Ord (1972), who were the first to present the problem of spatial dependence in econometrics. Ord (1975) proposed to use an MLE technique to deal with this problem. Then Anselin (1980) developed two stage least squares (2SLS) estimator for spatial models. Finally, Kelejian and Prucha (1999) presented GMM estimator for spatial models. 

The most widely used frameworks to deal with spatial dependence problem are spatial lag and spatial error models. Anselin and Florax (1995) test can be used to distinguish between them; however, most empirical studies use both models to check the robustness of results.

The overview of several recent studies that use spatial framework in the labor productivity context is highlighted in Shkurpat (2006). For instance, Benito and Ezcurra (2005) estimated the change in regional productivity in the EU in 1977-1999. They concluded that difference in labor productivity can be attributed to the intrinsic difference between regions, which means that spatial patterns affect labor productivity disparities. Kamarianakis and Le Gallo (2003) reach the same conclusion in the shift-share analysis for the EU regions in 1975-2000. They also introduce spatial SURE model for the labor productivity study.

Following these works, Shkurpat (2006) applied shift-share analysis for estimating the spatial patterns in labor productivity disparities of the Ukrainian regions. He detected the significant influence of spatial patterns on regional labor productivity. Thus, since labor productivity growth is a significant part of economic growth, this work may indicate the presence of spatial patterns in regional economic growth in Ukraine. Therefore, further exploration of the topic is needed.

Basile et al. (2003) is an example of extensive spatial framework application to the cross-regional growth model. They find presence of spatial dependence in the growth equation for the EU regions in 1988-1999. This led to applying spatial lag and spatial error models for estimating growth equations. They also decompose Core-Periphery structure of the EU regions grouping all the regions in two major clusters.

Thus, as we can see spatial dependence is likely to be present in the regional studies, so using techniques developed for studying convergence of countries may substantially bias the results. In such a case, the presence of spatial dependence in the growth of Ukrainian regions should be tested, and, if present, more sophisticated methods should be applied for distinguishing pure influence of growth determinants from the spillover effect.  

Chapter 3

MetHODOLOGY
In this research several basic theories are applied. As a foundation, we use the Solow neoclassical model, combined with the Barro’s (1997) approach of including wide scope of macroeconomic factors. This implies that economic growth depends on initial conditions, physical and human capital, and other factors. 

In terms of econometric modeling we start from specification, suggested by Mankiw et al. (1992), augmented by factors proved to have significant impact on growth in previous studies. Thus, the basic specification is as following.
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with ξ being gross per capita output growth rate (which is equal to contemporaneous per capita output divided by its previous year value), X – explanatory variables used in the literature, ε – the error term, β – parameter to estimate. In the spatial framework (Anselin, 1999) it gives the simplest spatial lag model:
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where W specifies weights, which decline as the distance between regions increases. Estimating specification (1) rather than (2) would lead to the bias and inconsistency because of omitting W·ln(ξ) as an explanatory variable, which is supposed to correlate with other covariates. As the OLS estimator of specification (2) becomes inconsistent, one should use Maximum Likelihood (ML) or Generalized Method of Moments (GMM) estimation technique. To identify presence of spatial dependence, we should conduct a test for the hypothesis δ=0 (no spatial dependence) or calculate Moran’s I statistic (Cliff and Ord, 1981 in Shkurpat, 2006). Thus, specifying weighting matrix and comparing the results with basic (non-spatial) estimates, we can determine how accounting for spatial patterns affects coefficients we are primarily interested in.

First, one has to choose the appropriate model for dealing with spatial dependence. The most popular models are spatial lag model presented above and spatial error model.

Spatial lag model implies that our dependent variable is related not only to the explanatory variables but also to itself spatially lagged. In our case that would mean the following specification.
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With simple algebraic transformation, it would lead to the specification (2). To obtain ML estimates for such a model we need to maximize the log-likelihood function 


[image: image4.wmf]W

I

X

W

I

X

W

I

n

L

×

-

+

-

×

-

¢

-

×

-

-

×

-

=

d

s

b

x

d

b

x

d

ps

ln

2

)

)

ln(

)

((

)

)

ln(

)

((

)

2

ln(

2

)

ln(

2

2

 
(4)
with respect to β, σ2 and δ.

Otherwise, we can use 2SLS approach. The very idea of the latter is that we cannot use OLS to estimate (3) because W·ln(ξ) correlates with the error term. This is similar to endogeneity problem, which can be easily overcome with IV estimator. Anselin, having decomposed W·ln(ξ) into infinite series, showed that the best instruments for dependent variable spatially lagged are variables in the set W·X.

In this research we use 2SLS approach because of several reasons. First, MLE requires normal distribution of errors, which is quite a tough assumption in our case since it would contradict to the spatial error model estimated later. Second, it works better under micronumerosity situation, when the number of observations is low. In our case, it is an important issue since such procedures usually require at least 500 observations to produce good results, which could be hardly found for the case of Ukraine. Third, as we later combine spatial error with spatial lag models and use GMM to estimate it (in this case MLE becomes quite a messy estimator with high computational demands), we use IV here for direct comparability of the results. 

The next step is to use spatial error model. This model implies specification (1) with errors exhibiting spatial patterns of the form 
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The test on the null hypothesis ρ=0 is the postestimation test for spatial dependence. It also allows choosing between spatial lag and spatial error models. If our test shows the presence of spatial dependence for one model and the absence for another one and, in addition, for the model with spatial dependence the test gives more significant result, then this model should be preferred.

Again, the alternative GMM technique exists, and we use it because of the same reasons as for spatial lag model. The very idea of GMM framework is to write down the sample moment conditions and to use the equalities from the population moment conditions. In our case it looks as follows.
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with n being the total number of observations, and σ2 being the variance of u.

Since we have three equations with only two unknowns, we are to minimize the sum of squares of the differences between right-hand side and left-hand side in each equation. Then we have to transform our data using the rule y*=(I–ρ·W )·ln(ξ) and X*=(I–ρ·W )·X. Then, if we run OLS of y* on X*, we will get estimates for spatial error model, and if we use 2SLS procedure described above, we get estimates for the model, which encompasses spatial lag and spatial error models.

The reasonable question that could arise is about the necessity of all these models. Why do we need to estimate three models instead of just one? The reason for that is due to theoretical difficulty to predict the way the regions are interrelated. Despite the fact that we can expect spatial spillovers and have reasonable arguments about their significance, we do not have an idea how regional growth rates are related in terms of functional form. This is a common problem for spatial modeling. To overcome it, we use a postestimation technique to choose between the models, such as the Hausman test. Since encompassing model is always consistent under very general regularity conditions but inefficient under certain restrictions on our parameters (namely, if spatial lag or spatial error model is the truth), Hausman test can distinguish between the models. In addition, we can compare the results of all the specifications to see how robust they are.

Estimating spatial lag or spatial error models, it is also very important to specify weighting matrix in a way that allows capturing spatial effect most efficiently. First and the simplest method is just to capture the effect of common border. Under this framework, weighting matrix can be specified in a following way.

Wij=0 if i=j,

Wij=0 if i≠j and regions i and j have no common border,
(7)
Wij=1 if i≠j and regions i and j have common border.

However, specifying weighting matrix in this way, we do not use the information on how far one region is from another. Since it is not generally a good idea to throw away important information, the following approach might be more efficient.

Wij=0 if i=j,
(8)
Wij=
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 if i≠j, 
where dij is the physical distance between the regions i and j.
Thus, the farther two regions are one from another, the smaller the weight that shows the common variation in their variables.  The most applicable proxy for distance between two regions is the distance between their administrative centers. We prefer this measure to the distance between geographical centers of the regions because administrative centers of the Ukrainian regions usually play the role of economic centers (i.e. most of the regional output is produced by the companies situated in the administrative centers). Geographical centers have nothing to do with economic activities, so there are apparently no reasons to use them.

However, Kamarianakis and Le Gallo (2003) showed that the best weights are the inverses of the distance squared. So, applying their approach, one should use the following weighting matrix.

Wij=0 if i=j,
(9)
Wij=
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However, there still remains one problem with weighting matrix. It appears to be sensitive to measurement units. To make it invariant to measurement units, we need to normalize the weights by dividing each one by the sum of weights for the given region.
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As a result, inverse squared distance matrix is used for this research, since it is accepted in the literature. In addition, we performed the Kelejian J test to choose between the second and third approaches to construct a weighting matrix. However, since we could not prefer one weighting matrix to another using this test, and the general results were almost the same, only results obtained with Kamarianakis and Le Gallo (2003) weighting matrix are reported and analyzed.

Chapter 4

DATA DESCRIPTION

For this research the dataset of the State Statistical Committee (SSC) of Ukraine is used. SSC collects data on a yearly basis for 27 Ukrainian regions. The given data is provided through the Statistical Yearbook of Ukraine (2006) and Statistical Yearbook of Regions of Ukraine (2006). The Yearbook of Regions is more specific; however, most of the data needed for this research is covered in the Yearbook of Ukraine. Thus, we mainly use the latter source except for some minor cases when data are unavailable there.

The sample is taken for the period of 2000-2005. There are several reasons to take such a short period of time. First, since we cannot obtain the data for 30 or more years for Ukraine, we cannot estimate the long-run determinants of growth. Thus, what we do is basically estimation of short-run growth equation, and for this purpose we need to have the data for homogeneous period. Second, in period when our research starts Ukraine change it exchange rate regime from floating to fixed one. Since such a change implies shift in priorities from monetary to fiscal policy, the factors attributed to government regulation could change its direction. Thus, combining this period with previous one may give misleading results. Third, at the beginning of 2000s SSC substantially improved the way of collecting data comparing to mid-nineties. Fourth, some variables did not contain series for some years of previous periods. Even though it could be overcome with the help of extrapolation technique, it would decrease the estimates precision, which could become crucial for this kind of analysis. Even if we take the data for 10 years, the number of observations would still be small for MLE and GMM, thus, additional errors could be fatal. 

Gross Regional Product (GRP) is used as the main variable for measuring regional growth. SSC measures this variable with the Gross Value Added (GVA), which is defined in the Yearbook as “the difference between output and intermediate consumption, which includes the primary income generated and distributed by producers”. Thus, for this research the growth rate of real GRP per capita is used. We also use absolute value of real GRP per capita for alternative specification. Table 1 presents the descriptive statistics for these variables.

Table 1. Descriptive statistics for real GRP per capita and its growth, 2000-2005

	
	2000
	2001
	2002
	2003
	2004
	2005

	Real GRP per capita, 
UAH of 2000
	2522

(944)
	2897

(1151)
	3103

(1228)
	3427

(1415)
	3867

(1664)
	3998

(1747)

	
	
	
	
	
	
	

	Real GRP per capita growth, %
	5.0

(3.6)
	14.5

(5.1)
	7.2

(3.5)
	10.2

(3.9)
	12.4

(4.4)
	3.2

(3.0)


*standard deviation in parenthesis

As we can see the real GRP per capita is constantly growing. These figures also show that the most significant growth happened in 2001, 2003, and 2004. To visualize the distribution of growth indexes for regions inside the year, we present the scatterplot of growth indexes that can be found in Figure 1.

Figure 1. The distribution of GRP per capita growth indexes by years, 2000-2005
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We can see from the graph that the data for 2004 and 2005 are quite compact. However, for other years there are some outliers. For instance, in 2000, Odesa and Poltava regions were the only ones who experienced a decline (negative growth rate). In 2001, Kyiv region had the poorest performance (only 2.8% growth in such a fruitful year). In 2002 and 2003, on the contrary, we can observe positive outliers. These are Poltava region in 2002 (18.8%) and Zakarpattya region in 2003 (19.0%).

Now the variables used as covariates are being examined. We use fixed capital investment as a proxy for capital, unemployment rate measured by ILO methodology as a proxy for labor force participation, and number of university students as a proxy for human capital. Among other explanatory variables there are inflation rate, retail trade turnover and number of small enterprises. 

Statistical Yearbook of Ukraine for 2006 defines the investments into the fixed capital as a variable that “includes expenditures for capital construction (new construction, including the expansion of the operating enterprises, buildings and installations; their technical re-equipment and reconstruction; maintenance of production capacities); expenditures for the purchase of machinery and equipment without capital construction”.
The ILO unemployment rate is more applicable as a proxy for labor force participation since it takes into account both registered and unregistered unemployment. For a person to be considered as unemployed it must be the case that he/she does not work and at the same time is looking for a job. The series for mean values of the variables are represented in Table 2.

Table 2. Mean values for independent variables in 2000-2005 period

	
	2000
	2001
	2002
	2003
	2004
	2005

	Real fixed capital investments per capita, UAH of 2000
	418
	508
	577
	733
	867
	829

	ILO unemployment, %
	12
	12
	10
	10
	9
	8

	Number of students enrolled, thsd.
	52
	57
	62
	68
	75
	82

	Inflation, %
	28
	15
	5
	9
	24
	25

	Real retail turnover of enterprises, UAH of 2000
	552
	577
	639
	740
	803
	891

	Small enterprises per 10 thsd. present population
	42
	46
	50
	54
	56
	59


From these data we can see that all the variables but unemployment grew for 2000-2005 period representing the positive economic growth. At the same time, the unemployment fell from 12% in 2000 to 8% in 2005, confirming the previous claim.

Chapter 5

EMPIRICAl RESULTS

Before starting the estimation of spatial lag and spatial error models, it is useful to try simple OLS and fixed effect frameworks to get a benchmark for comparison. Most of the previous results showed that in regional growth studies individual fixed effects are observed, thus panel data techniques should be preferred to OLS. However, we will use both for comparison. The reason to use fixed effect is to track the results with previous ones, and we use OLS since our spatial models are of the same form but with spatial terms.

Defining growth equations, we will first use the specification which explains variability in growth of real GRP per capita and then compare the results with specification that uses GRP per capita itself as a dependent variable. After that, the results from spatial lag and spatial error models will be presented.

We expect to have different results for GRP and GRP growth specifications because the difference between regions (which is determined on the basis of GRP per capita) is quite stable over time, while growth is more likely to have spillover effects. This fact can be easily seen from the data. For instance, in 1992-1998 Ukraine as a country experienced huge drop in production and employment and this pattern could be observed for each particular region. When recovery started in 1999-2000, most of the regional economies improved their performance substantially, even though some grew faster than others. On a contrary, there is specific economic divide between rich and poor regions that can be attributed to the various factors with industrial structure being one of the most important of them. This leads to the conclusion that spatial spillovers should be more significant when measured with the help of GRP per capita growth rates.

Now, let us state what we expect to be the effects of explanatory variables. Fixed capital investments per capita are supposed to make positive income on both GRP per capita and its growth rate. As investments are the part of GRP, they definitely vary along with it. Since an increase in investments makes GRP go up, we also expect positive correlation with growth.

On a contrary, we may expect different result for unemployment patterns. In particular, unemployment varies a lot with a business cycle. When economy is booming, unemployment is low and growth rates are high, when it is stagnating, the situation is reverse. Thus, we expect negative sign for the growth specification. However, for the well-being specification there are no clear prior expectations what results are going to be. If a regional production is labor intensive, the sign should be negative, since higher well-being is attributed to more labor units involved. For regions with capital intensive production structure technological improvements may mean an increase in workers lay-offs. Thus, the overall effect is not clear.

With human capital, the situation is vice versa. Regions with higher human capital should produce more, other things being equal. The correlation will be even stronger if we think that flourishing regions attract more qualified workers to reside there. Here we deal exactly with simultaneity, or endogeneity issue, which creates problems with estimation properties in non-spatial specification. However, since we use pooled OLS and fixed effect models only for comparison reason, we will not develop any specific procedures to instrument human capital here. In its turn, spatial model has a built-in instruments attributed to variable's spatial lags, thus robustness to endogeneity problem is expected. However, there are no good prior reasons to anticipate strong relations between human capital and growth rates volatility, especially when the former is measured with the number of students enrolled in the universities. Usually, this measure is relatively simple since depends on many institutional and political factors and may not cause or react to GRP growth, despite the predictions of the Solow model.

Other covariates that we use are of smaller importance for theoretical models, however, they are used because they were found significant for Ukraine in previous studies. The coefficients might be less robust here, however, lack of robustness does not imply lower importance. Generally, we expect retail trade turnover and number of small enterprises to have a positive and significant coefficients, while inflation may correlate positively with income growth (co-movements with business cycles), with no effect expected for absolute well-being. The results of non-spatial models are presented below in Table 3.

            Table 3. Non-spatial estimates of growth and GRP per capita equations
	
	log GRP per capita growth (OLS)
	log GRP per capita growth 
(fixed effect)
	log GRP per capita 

(OLS)
	log GRP per capita
(fixed effect)

	log fixed capital investment per capita
	0.029
(0.013)**
	0.105
(0.026)***
	0.419
(0.035)***
	0.163
(0.028)***

	
	
	
	
	

	unemployment
	0.005
(0.002)***
	0.005
(0.003)*
	-0.010
(0.005)*
	-0.009
(0.003)***

	
	
	
	
	

	log number of university students
	-0.002
(0.006)
	0.005
(0.052)
	0.103
(0.018)***
	0.339
(0.055)***

	
	
	
	
	

	log retail trade turnover per capita
	-0.028
(0.021)
	-0.150
(0.051)***
	0.165
(0.060)***
	0.175
(0.054)***

	
	
	
	
	

	log small enterprises per capita
	0.033
(0.019)*
	0.016
(0.067)
	-0.028
(0.054)
	0.129
(0.071)*

	
	
	
	
	

	inflation
	-0.001
(0.000)**
	-0.001
(0.000)
	0.000
(0.001)
	0.001
(0.000)**

	R2
	0.103
	0.186
	0.858
	0.912

	Observations
	162
	162
	162
	162


               Standard errors in parentheses. 

              Constant is included but not reported

                      * p < 0.1, ** p < 0.05, *** p < 0.01

As one can see from the table, most of the expected results are preserved even in this non-spatial specification. In particular, fixed capital investments positively and significantly affect both growth and GRP per capita. Human capital measure is significant for well-being and does not affect growth rates. Number of small enterprises showed marginal significance. The same is true for inflation, which is not robust to controlling for individual effects. Quite expected are the results for retail trade turnover. In GRP per capita specification its sign is positive (which means that the richer the region is the more goods people buy), while in growth equation the coefficient sign is negative (which indicates that when economy is growing people tend to spend more on investment goods).

However, there are some unexpected results. First, we got a positive sign for unemployment in the growth equation. This result can be explained again with endogeneity bias, which is a usual curse in such models. On the contrary, for GRP per capita specification the sign is negative, which is in accordance with our prior expectations for general relations between unemployment and income.

Since the results for unemployment and inflation are a bit unexpected, and we suspect endogeneity bias here from the theory, we instrument these variables in further specifications. The common problem is to find good instruments for them. Among the data available, the only exogenous proxies found are first lags of these variables. Although we estimated models with instruments and without them, here we present only IV models, since our instruments passed Sargan and Anderson tests for validity and relevance. Besides, we also incorporate specific dummies for macro regions to capture fixed effects. We do not plug dummies for specific individual regions to preserve degrees of freedom since the number of observations is quite small.

The results for growth equation are presented in Table 4. Here we used spatial lag and spatial error models. Then we estimated combined model, which encompasses both. As we expected, spatial lag is highly significant in all the specifications. 

Before interpreting the results further, we should choose better model out of three. This can be done with the help of Hausman test. As a general rule, this test is used to choose between the model that is consistent but might be inefficient if another model is consistent (which is being questioned). In our case, we first choose between spatial lag and encompassing model. Encompassing model is consistent. However, it is inefficient if spatial error is not significant. Here on the basis of Hausman test we prefer encompassing model to spatial lag one. It can be also seen from the value of rho-coefficient, which is significantly different from zero. This rho-coefficient captures the special pattern in the error term. For the combined model, it captures the residual of spatial dependence not captured by spatial lag term.

Table 4. Growth equation in spatial framework

	
	log GRP per capita growth (Spatial lag)
	log GRP per capita growth (Spatial error)
	log GRP per capita growth (Combined)

	spatial lag
	0.899
(0.121)***
	

	0.881
(0.093)***

	
	
	
	

	unemployment
	0.005
(0.003)*
	0.010
(0.005)**
	0.005
(0.003)*

	
	
	
	

	inflation
	-0.000
(0.000)
	-0.001
(0.002)
	-0.000
(0.000)

	
	
	
	

	log fixed capital investment per capita
	0.025
(0.011)**
	0.058
(0.020)***
	0.025
(0.011)**

	
	
	
	

	log number of university students
	-0.006
(0.007)
	-0.004
(0.012)
	-0.004
(0.006)

	
	
	
	

	log retail trade turnover per capita
	-0.015
(0.020)
	-0.090
(0.036)**
	-0.019
(0.019)

	
	
	
	

	log small enterprises per capita
	0.043
(0.019)**
	0.061
(0.035)*
	0.044
(0.018)**

	R2
	0.521
	0.239
	0.783

	rho
	
	-0.601

(0.091)*
	-0.601

(0.091)*

	Observations
	135
	135
	135


Standard errors in parentheses. 
Constant and dummies for macro regions are included but not reported

* p < 0.1, ** p < 0.05, *** p < 0.01

Our next step is to test spatial error model versus combined approach. Again, on the basis of Hausman test, we choose combined model. Another rationale to prefer the combined model to any of the others is that all the spatial terms are significant, so by dropping spatial variable we would commit specification error.

Looking at the results, we can see that generally they are not too different from what we had with OLS and fixed effects. However, since spatial spillovers are taken into account the sizes of coefficients are adjusted. The coefficient near fixed capital investments is still positive though a bit smaller than before. Thus, we may conclude that in non-spatial framework a part of the effect was due to the investments process, while another (though smaller) part represented spatial effects. 
Interestingly, the coefficient of unemployment is the same as it was before even though we instrumented unemployment with its first lag. We should say that it almost has not changed comparing to spatial model with no instruments. On the one hand, it may mean that first lag is not an ideal instrument for this variable. On the other hand, there might be some economic explanations to this effect in the given period for Ukraine. For example, higher unemployment in one region comparing to another may not necessarily mean less labor involved in production. It might well be the case that in industrial regions with high work participation, when people are getting unemployed, they consider new placements to be in their reach, so they are staying unemployed looking for a job. In less developed regions, however, laid-off workers realize themselves unable to find a new job, so they quickly go out of labor force. Another possible explanation is that in our sample regions with higher growth really have higher unemployment. For example, industrial regions usually have lower unemployment than regions that grow due to services. So, if in the given period these industrial regions grew slower, the relationship between growth and unemployment might be registered as positive.

As for retail trade turnover, comparing to fixed effect, coefficient is much less. This contrast is additional evidence that spatial patterns should be mostly treated as the trade externalities.

Now, let us see how accounting for spatial relations affects GRP per capita specification. Initially, we expected that the effect should be less than in the previous case. From Table 5, we can see that our guess is supported by the data. Spatial lags are insignificant at all, as well as the rho-coefficient. The results are quite similar in all three specifications except for variables with marginal significance, so there is no need to perform additional tests to choose just one.

Table 5. GRP per capita equation in spatial framework

	
	log GRP per capita 

(Spatial lag)
	log GRP per capita 

(Spatial error)
	log GRP per capita (Combined)

	spatial lag
	-0.108
(0.104)
	

	-0.102
(0.108)

	
	
	
	

	unemployment
	-0.005
(0.007)
	0.005
(0.011)
	-0.005
(0.007)

	
	
	
	

	inflation
	0.003
(0.002)*
	0.008
(0.006)
	0.003
(0.002)

	
	
	
	

	log fixed capital investment per capita
	0.388
(0.033)***
	0.398
(0.038)***
	0.391
(0.033)***

	
	
	
	

	log number of university students
	0.058
(0.020)***
	0.067
(0.024)***
	0.058
(0.020)***

	
	
	
	

	log retail trade turnover per capita
	0.124
(0.069)*
	0.093
(0.068)
	0.119
(0.070)*

	
	
	
	

	log small enterprises per capita
	0.113
(0.069)
	0.115
(0.080)
	0.116
(0.071)

	R2
	0.908
	0.872
	0.904

	rho
	
	0.061

(0.069)
	0.061

(0.069)

	Observations
	135
	135
	135


Standard errors in parentheses

Constant and dummies for macro regions are included but not reported

* p < 0.1, ** p < 0.05, *** p < 0.01

Comparing to non-spatial estimates, the results are quite close to what we obtained with OLS, which is quite normal for the case when spatial lag and spatial error are both insignificant. Thus, our spatial model reduces to simple OLS. In such a case, it might be true that fixed effect specification is of better quality since it at least captures individual fixed effects. However, there are no strict econometrical tools to distinguish between fixed effect and spatial lag (spatial error) models. Although fixed effect in spatial framework is being developed (Kelejian and Prucha, 1999), we expect reduction in spatial coefficients when purified from individual effects. In its turn, it would mean going back to usual fixed effect treatment.

We should also mention that without instrumenting unemployment and inflation spatial lag is significant, however, only marginally (p-value is about 7%).  

No, we turn to the estimation of spatial effects for the bordering regions. For this purpose we create additional variable that should capture both the fact of having a common border with foreign country and the level of neighbor's development. For this purpose we use additional variable which is zero for all the regions that do not have common borders with order countries, and non-zero for bordering regions.

To capture an effect of neighbors development, we plug its log of GDP per capita into this variable. For regions with several neighbors we take the arithmetic average. We expect the sign to be positive, which would mean that as a neighboring country grows, the region that has a common border with it will grow as well. The results are presented in Table 6.

As we can see the growth in neighboring countries really has a positive effect on growth in the bordering regions, though the size of the effect is comparatively small. We can also report the robustness of other coefficients since most of them did not change much. As our GRP per capita specification did not prove to contain spatial spillovers, we do not use it for estimating effect of growth in foreign countries.

Table 6. Growth equation in spatial framework. Neighbor's effect

	
	log GRP per capita growth (Spatial lag)
	log GRP per capita growth (Spatial error)
	log GRP per capita growth (Combined)

	spatial lag
	0.915
(0.119)***
	

	0.889
(0.091)***

	
	
	
	

	unemployment
	0.005
(0.003)*
	0.011
(0.005)**
	0.006
(0.003)*

	
	
	
	

	inflation
	-0.000
(0.000)
	-0.000
(0.002)
	-0.000
(0.000)

	
	
	
	

	log fixed capital investment per capita
	0.026
(0.011)**
	0.064
(0.020)***
	0.028
(0.011)**

	
	
	
	

	log number of university students
	-0.006
(0.007)
	-0.002
(0.012)
	-0.004
(0.006)

	
	
	
	

	log retail trade turnover per capita
	-0.013
(0.019)
	-0.094
(0.036)**
	-0.021
(0.019)

	
	
	
	

	log small enterprises per capita
	0.039
(0.019)**
	0.057
(0.035)
	0.041
(0.018)**

	
	
	
	

	border
	0.003
(0.002)*
	0.004
(0.002)*
	0.003
(0.001)**

	R2
	0.529
	0.286
	0.796

	rho
	
	-0.627

(0.086)*
	-0.627

(0.086)*

	Observations
	135
	135
	135


Standard errors in parentheses

* p < 0.1, ** p < 0.05, *** p < 0.01

The last question that remained unanswered is how to interpret all these coefficients. It turns out that in spatial framework the coefficients do not have direct interpretations. When some explanatory variables change in one region, the growth rate changes in this region as well. However, through the spatial spillovers growth rates in other regions also change. This, in turn, affects the growth rate in the original region, and so on. The resulting change should be calculated taking into account these emanating effects. For this purpose we should take the derivative of our function in spatial specification with respect to the variable under study. In our case of log-linear specification this derivative will show the elasticity of growth with respect to given covariate.

To demonstrate the effect, we present calculated elasticity of growth with respect to 10% change in fixed capital investments for six regions that will host Euro 2012. This will give us an idea which regions will gain from Euro Cup, even though none of the games is played there. Such results are presented in Table 7.

Table 7. Emanating effects: change in growth due to 10% change in investments

	
	Kyiv 
City
	Donetsk
	Dniepro-petrovsk
	Lviv
	Odesa
	Kharkiv

	Crimea
	0.2
	0.3
	0.3
	0.2
	0.4
	0.3

	Vinnitsya
	1.1
	0.7
	0.7
	1.0
	0.8
	0.7

	Dniepropetrovsk
	0.8
	1.7
	4.5
	0.6
	0.9
	1.6

	Donetsk
	0.4
	3.6
	0.7
	0.3
	0.4
	0.7

	Zhytomyr
	1.7
	0.8
	0.8
	1.1
	0.9
	0.9

	Zaporizhya
	0.8
	1.7
	2.5
	0.6
	0.9
	1.4

	Iv.-Frankivsk
	0.7
	0.5
	0.5
	1.5
	0.6
	0.6

	Kyiv
	0.9
	0.7
	0.7
	0.7
	0.7
	0.8

	Kyrovograd
	0.9
	0.9
	0.9
	0.6
	1.0
	0.9

	Luhansk
	0.3
	1.4
	0.5
	0.2
	0.3
	0.6

	Lutsk
	1.2
	0.8
	0.8
	1.9
	0.8
	0.8

	Lviv
	0.8
	0.5
	0.5
	4.0
	0.6
	0.6

	Mykolayv
	1.4
	1.7
	1.8
	1.1
	3.4
	1.6

	Odesa
	0.5
	0.6
	0.6
	0.4
	3.6
	0.5

	Poltava
	0.7
	0.9
	1.0
	0.5
	0.6
	1.5

	Rivne
	1.3
	0.8
	0.8
	1.8
	0.8
	0.9

	Sumy
	0.5
	0.6
	0.5
	0.3
	0.4
	0.9

	Ternopil
	1.2
	0.8
	0.8
	2.1
	0.8
	0.8

	Uzhgorod
	0.2
	0.2
	0.2
	0.4
	0.2
	0.2

	Kharkiv
	0.6
	0.9
	0.9
	0.4
	0.5
	3.7

	Kherson
	1.3
	1.6
	1.7
	1.0
	3.0
	1.5

	Khmelnytskyi
	1.2
	0.8
	0.7
	1.5
	0.8
	0.8

	Cherkasy
	1.0
	0.8
	0.8
	0.6
	0.8
	0.8

	Chernivtsi
	0.6
	0.4
	0.4
	0.9
	0.5
	0.4

	Chernihiv
	1.0
	0.5
	0.5
	0.5
	0.5
	0.6

	Kyiv City
	3.7
	0.7
	0.7
	0.7
	0.7
	0.8

	Sevastopil City
	0.2
	0.3
	0.3
	0.2
	0.4
	0.3


As we can see, investments will have the most significant effect for the hosts. However, some regions will win almost as much as the hosts. In particular, if Odesa region faces 10% increase in investments, its growth rate will go up by 3.6%. However, Mykolayv and Kherson will gain almost as much – 3.4% and 3.0%, respectively. These are the highest numbers for non-hosts, so from the point of view of regional development it is desirable that Odesa would host the games. Dniepropetrovsk would make a particularly high impact on Zaporizhya – 2.5%, Lviv–on Ternopil (2.1%) and Lutsk (1.9%). Other effects are smaller than 2%.

As for self-effects, the highest ones would be observed for Dniepropetrovsk and Lviv – 4.5% and 4.0%, respectively. So, we can give a policy recommendation that Dniepropetrovsk, Lviv, and Odesa should be the main targets of investments during Euro 2012 organizations, because they either gain themselves or disseminate growth through their neighbors. In this regard, Kyiv City should be targeted the least for investment flows.

Chapter 6

Conclusion

In this research, we analyze whether spatial dependence is present in the growth models and, if so, what the direction of its effect is. For this purpose we use the data on macroeconomic variables for 2000-2005 period, and estimate spatial lag and spatial error models.
We found that spatial patterns are highly significant for the growth equation and, if accounted for, reduce the estimated effect of other variables. In fact, when estimated in non-spatial framework, growth determinants contain not only their own impacts, but are rather contaminated with spatial spillovers. Hence, we conclude that when one region grows, other regions located close to it are also likely to grow.

On the contrary, this effect is not found for the GRP per capita specification. This means that if a region is located in proximity to rich one, it will not necessarily be catching up. Combining these two facts, we can conclude that a region situated near rich and growing region is likely to grow with less or equal rates.

As for specific growth determinants, we detected that fixed capital investments and number of small enterprises have positive impact on growth, inflation and number of university students have no impact on growth, and, finally, retail trade turnover is likely to correlate negatively with growth rates. We also detected positive correlation between unemployment and growth rate, which might be due to the difference in industries to services ratios among the regions, or represent unaccounted endogeneity bias (even though unemployment was instrumented with its own first lag in this model).

We also found that fixed capital investments, number of university students and retail trade have positive impact on GRP per capita, while other variables we used have no effect.

This model was also applied to some specific problems. First, we showed that if Ukrainian neighbors grow, then the regions that have common border with these countries are also likely to grow. Then, since estimated model does not allow interpreting individual coefficients, we estimated emanating effects that would be observed if investments in some specific regions would grow by 10%. This, in its turn, can provide us with policy recommendations for the choice of the cities that would host Euro 2012.
Initially, games are scheduled for Kyiv, Donetsk, Dniepropetrovsk, and Lviv, while Odesa and Kharkiv are left aside. We showed that Dniepropetrovsk and Lviv would have highly positive effects when investments go there. Moreover, through Lviv growth can disseminate to Lutsk and Ternopil regions. We also showed that investments in Odesa region will produce large effect on the whole south region, including Mykolayv and Kherson regions. Thus, from the point of view of regional development we would recommend to give the right to Odesa to be the host of Euro 2012 among other Ukrainian cities. On the other hand, Kharkiv would have an impact on smaller geographical zone (namely, except cities that also gain from other hosts, on Poltava only), so it can be put aside.
Just like in the case described above, the estimated model can be used anytime when government is to decide which regions should be treated first with any macroeconomic policy. Thus, for any treatment the regions can be divided into the core and periphery groups. If core regions are treated first, then it would allow disseminating the desired policy effect on other regions with lower costs, thus increasing the efficiency of regional policy.
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